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Sparse matrix storage formats have evolved over the years to better exploit the particular strengths of different
hardware architectures or to better match the sparsity patterns of matrices, with the aim to optimize operations
on the matrices. However, the integration of new formats in existing source code is an invasive procedure that
often requires a complete re-writing of the code. Morpheus introduces a framework that abstracts the notion
of the different formats in order to optimize the performance of the sparse operations and increase the user’s

productivity by seamlessly matching the underlying data-structure to the computation at runtime, with minimal

overheads.
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1. Motivation and significance

Sparse matrix computations are a key component of many per-
formance critical numerical simulations. A desire to represent sparse
matrices efficiently in memory has led to the development of a plethora
of sparse matrix storage formats, in particular given the evolution of
hardware architectures. Each format is designed to exploit the par-
ticular strengths of an architecture or the specific sparsity pattern of
a matrix. Filippone et al. [1] show that using an appropriate storage
format for an operation can have significant performance gain over a
general-purpose format.

Morpheus [2] is designed to enable efficient and transparent
runtime-switching of sparse matrix storage formats across multiple
backends. The library provides an abstraction for sparse matrices that
can dynamically adapt the underlying sparse matrix data-structure to
better suit an operation, target architecture and sparsity pattern of a

* Corresponding author.

matrix. The adoption of such an abstraction by developers and users
allows them to focus on their scientific endeavour without the need
to understand the specifics of each supported sparse matrix storage
format. Morpheus enables them to develop efficient and performance
portable code that is not tied to any particular storage format, us-
ing a single source code and thus eliminating the need for testing
and maintaining multiple code bases. New optimization opportunities
emerge through the option of switching to different storage formats at
runtime. The simple design of Morpheus allows for the straightforward
addition of new formats over time. Users can take advantage of such
new formats without requiring any changes to their own code bases,
allowing them to efficiently represent a wider range of sparsity patterns
and thus increasing the lifetime and performance of their software.
Several other approaches specific to the optimization of sparse
linear algebra through switching and selection of the most suitable
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Fig. 1. High-level overview of Morpheus showing the major components of the library.

storage format also exist, each offering something different to the users.
Filippone et al. [3] provide an object oriented design model for a sparse
linear algebra package which relies on Design Patterns [4] and Fortran
specific features in order to achieve efficient dynamic switching, but
lacking support for multiple backends. cISpMV [5] provides a rich set
of formats through a product type that can be used in a heteroge-
neous environment. However, the design of the framework prevents
a straightforward and type-safe addition of new formats. SMATER [6]
provides users with a unified programming interface that uses a single
sparse format (Compressed Sparse Row (CSR)) at the interface level
and automatically determines the optimal format and Sparse Matrix-
Vector Multiplication (SpMV) implementation for any input sparse
matrix at runtime. GINKGO [7] is a high-performance sparse linear
algebra library for many-core systems that abstracts all functionality
as linear operators in an object-oriented design. Morpheus also offers a
single abstraction for sparse matrices, ensuring a simple and intuitive
interface through a functional design. Compared to GINKGO, Morpheus
focuses on operations that can be used as building blocks to sparse
linear algebra libraries, such as SpMV, rather than offering complete
solvers and provides a simple mechanism for switching across the
available formats without the need of code modifications. In addition,
the adoption of abstractions regarding hardware platforms and memory
hierarchies ensures an extensible code base that can adapt to any new
hardware introduced in the future. Morpheus preserves value semantics
across the different data structures and algorithms, ensuring type-safety
and reducing runtime errors.

2. Software description

Morpheus is a C++17 header-only template library. It follows a
functional design that separates the data structures (containers) from
the functions (algorithms). Algorithms act on containers, and for each
backend that is available a version of the algorithm exists. Conceptu-
ally, there are two layers of functionality that balance performance and
flexibility:

1. Compile-time Layer: Deals explicitly with the different sparse
matrix storage formats and their corresponding algorithms at
compile-time resulting in zero runtime overheads.

. Runtime Layer: Built on top of the compile-time layer. It is
responsible for enabling the dynamic functionality of Morpheus.
This layer needs to be lightweight and defer only computa-
tionally inexpensive operations to the runtime in order to not
introduce prohibitive overheads.

Table 1
Compile-time parameters of each container. Only ValueType is required by the user and
sensible defaults are selected by Morpheus if any of the rest is ommited.

Parameter Description Valid Type
ValueType Type of values held by the Arithmetic type
container (Required)
IndexType Type of indices held by the Integral type
container
Layout The ordering of data in Column-Major
1D memory storage or Row-Major
Space The memory space HostSpace,
(as defined by Kokkos) Cuda/HIPSpace

To reduce the learning curve for dealing with sparse formats and oper-
ations, Morpheus is heavily based on templates and meta-programming
techniques (discussed in more detail below) such that both layers
expose the same unified API to the user.

2.1. Software architecture

A high-level overview of Morpheus’s design is shown in Fig. 1, which
illustrates how the different components of the library are organized. In
the following sections, each component will be introduced in turn. Note
that in order to provide support for the various hardware platforms
and memory hierarchies, Morpheus adopts two notions of abstraction
introduced by Kokkos [8,9]:

1. the Execution Space, which specifies where code will be executed;
2. the Memory Space, which specifies where the data will reside in
memory.

2.1.1. Containers

All the data structures supported by Morpheus are implemented
individually as containers. Containers are responsible for acquiring
and releasing their own resources following the principle of Resource
Acquisition Is Initialization (RAII) [10]. Each container is uniformly pa-
rameterized by a set of compile-time template parameters described in
Table 1. Currently, Morpheus supports three sparse, two dense and one
dynamic container as shown in Table 2. Note that the DynamicMatrix
container supported can represent any of the available sparse matrix
containers and its functionality is discussed further in Section 2.2.4.
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Table 2
Containers currently supported in Morpheus divided into their logical categories and
their corresponding format.

Category Container Format
Sparse CooMatrix Coordinate (COO)
CsrMatrix CSR
DiaMatrix Diagonal (DIA)
Dense DenseVector 1-D array
DenseMatrix 2-D array
Dynamic DynamicMatrix Dynamic
sparse matrix
Table 3

Different types of data management mechanisms with their associated requirements
and overheads. Note that two containers have compatible type if they both have the
same parameters as shown in Table 1.

Requirements Shallow Copy Deep Copy Convert
Compatible Types v v X

Same Space v X v
Same Format v v X
Overhead Low Medium High

2.1.2. Algorithms
The different algorithms available in Morpheus are conceptually
divided into four categories:

1. Algebra: Common linear algebra operations for dense, sparse and
dynamic containers, with focus on the SpMV multiplication.

2. Data Management: Data management routines for copying con-
tainers between memory spaces and converting from one con-
tainer to another.

3. Input-Output: IO operations such as reading/writing a file from/to
disk. Currently, only operations that read/write sparse matrices
in Matrix Market (MM) [11] file-format are supported.

4. Utilities: Routines for modifying the elements of the containers,
such as updating the diagonal or values of a matrix.

2.1.3. Backends

Each execution space supported by Morpheus constitutes a separate
backend. Currently, all algorithms in Morpheus can have generic and/or
custom versions, depending on the backend. Custom algorithms exist
for four backends: (1) Serial (Sequential), (2) OpenMP (Multi-threaded),
(3) CUDA (NVIDIA GPUs) and (4) HIP (AMD GPUs). In addition, the
generic backend uses Kokkos for generic performance portable kernels
capable of targeting all major HPC platforms.

Algorithms that use the sparse containers are required to provide at
least one implementation per backend and storage format. As a result,
the development and maintenance effort grows drastically as more
formats and custom backends are introduced. The adoption of a generic
backend mitigates this issue by creating a single performance portable
source code for each format capable of running across platforms. In
the case where optimizations specific to a particular architecture and
storage format are desired, a custom backend can be used instead,
balancing development productivity with code performance.

2.2. Software functionalities

2.2.1. Data management

Morpheus has multiple mechanisms for dealing with data manage-
ment between containers, each with a different set of requirements and
associated costs. To ensure memory leaks are prevented, each container
is responsible for acquiring and realizing its own resources during
construction/destruction as well as once it goes out of scope.

Morpheus offers three types of data management routines, as shown
in Table 3: (1) Shallow copy that results in the destination container
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sharing resources with the source container with minimal overheads
as no data is being copied, (2) Deep copy that performs a bit-wise
copy of data from source to destination using a memcopy operation
and (3) Convert that allows conversions between two different storage
formats through element-wise copies. It is worth pointing out that
Morpheus does not implicitly manage data across memory spaces. In-
stead, the responsibility of synchronizing data across spaces lies to
the user and facilitated via the deep copy3 semantics. To manage
development overhead from direct format conversions, Morpheus uses
a proxy format policy, with the COO format acting as the intermediate
format. However, direct format conversions can be provided by users,
if desired.

2.2.2. Mirroring

Morpheus supports a mirroring interface that, given a container, can
create a compatible type in a user-specified memory space and allocate
its size to match the original container. The create_mirror ()
routine always results in a new container with a new allocation and
hence subsequent copies between the two containers will result in
deep copies. On the other hand, the create_mirror_container ()
routine will result in a new container that is an alias to the mirroring
container when the user-specified memory space is the same as the
memory space of the mirroring container, otherwise it will result in the
same behavior as the aforementioned routine. As a result, subsequent
deep copies between the two containers will be transformed into shallow
copies avoiding expensive data transfers between containers in the
same space. This functionality is particularly useful in creating a single
source performance portable code as it is demonstrated in Section 3.

2.2.3. Host-device model

The Host-Device Model is used to manage data transfers between
different memory spaces using deep copies, such as between a CPU
(host) and a GPU (device). By default, all containers are assumed to
be on the device, and each container has an equivalent HostMirror
type, that is always accessible by the host. Users can therefore utilize
this functionality in conjunction with the mirroring routines to allo-
cate containers and manage data transfers in both homogeneous and
heterogeneous environments.

2.2.4. Abstract matrix representation

The main data structure of Morpheus is the DynamicMatrix con-
tainer. The DynamicMatrix is a composition of all the available sparse
matrix storage formats supported by Morpheus in a form of a type-safe
union. Therefore, at any given time it can hold one of the available
types and since the set of formats that it holds is known at compile
time, the compiler can generate all versions of the algorithm a priori
and only dispatch the right one at runtime by examining the active state
of the container. This means low latency and therefore low runtime
overheads, but also ease of use as the DynamicMatrix follows the same
semantics as the other containers and it can therefore be declared,
instantiated and invoked in the same way.

The DynamicMatrix acts as an abstract matrix representation that
encapsulates the internal implementation details of each format, effec-
tively resulting in a single interface that users can adopt to seamlessly
use the available formats. The interface of the DynamicMatrix allows
for format switching at runtime through the activate member function.
This function evaluates an enum value that refers to the format to
switch to. Note that switching will result in an empty matrix. In case
it is required to also carry over the existing data, the convert routine
can be used to perform an in-place conversion instead. Additionally,
unsorted or sorted data can be passed to DynamicMatrix and will be
sorted internally if needed.

2.2.5. Unified interface for algorithms across containers and spaces
Each algorithm is a free function. By exploiting the function over-
loading capabilities of C++ we can use the same function name to
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represent functions that use different containers but perform the same
conceptual algorithm. In addition, the adoption of a functional design
naturally decouples the containers from the algorithms. Since contain-
ers are responsible for where the data is located, the algorithm only
requires to know where it will be executed. As a result, the high-
level interface of Morpheus for algorithms across the different spaces
can remain identical simply by adding an extra parameter to the free
function specifying the execution space the algorithm will be running
in.

2.2.6. Adding new formats

The flat hierarchy design of the sparse containers in Morpheus allows
developers to add new containers independently from the existing
ones and thus each can be tested in isolation. For a new format to
be included in the DynamicMatrix, it first has to be registered in the
FormatsRegistry data structure by adding it to the union container.
Then, for algorithms that use DynamicMatrix, each needs to be updated
with an overload to the new format’s implementation of the algorithm.
In the case where the overload is accidentally omitted, this will result
in a compile-time error requesting the developer to provide the missing
implementation.

3. Ilustrative examples

In the following example, we demonstrate how Morpheus can be
used in order to perform a SpMV multiplication using the Dynamic-
Matrix container and on any of the supported backends, without any
source code modifications.

1 #include <Morpheus_Core.hpp>

2 /* Default execution space: Either Serial or OpenMP backend.

3 * If compiled with GPU support this is either HIP or CUDA. */

4 using Space = Morpheus::DefaultExecutionSpace;

5 // A random number generator running in default execution space

6 using Generator =

7 Kokkos::Random_XorShift64_Pool<typename Space::execution_space>;
8 /* A Dynamic Matrix holding values of type double

9 * and lives in the memory space of default execution space */
10 using Matrix = Morpheus::DynamicMatrix<double, Space>;

11 /* A Dense Vector holding values of type double

12 * and lives in the memory space of default execution space */
13 using Vector = Morpheus::DenseVector<double, Space>;

14

15  int main(int argc, charx argv[]) {

16 Morpheus::initialize(argc, argv);

17

18 std::string filename = argv[1];

19 // Read format ID from command-line

20 int fmt_id = atoi(argv[2]);

21 // Load matrix on host

22 typename Matrix::HostMirror Ah;

23 Morpheus::I0::read_matrix_market_file(Ah, filename);

24 /* In-place convert matrix to a dynamic matrix

25 * with its active state set as per fmt_id */

26 Morpheus: :convert<Morpheus::Serial>(Ah, fmt_id);

27 // Create a dynamic matrix that resides in Space

28 Matrix A = Morpheus::create_mirror_container<Space>(Ah);
29 // Copy data from host to container in Space

30 Morpheus::copy (Ah, A);

31 // Randomly initialize x and set y to zero

32 Vector x(Ah.ncols(), Generator(0), 0, 1);

33 Vector y(Ah.nrows(), 0);

34 // SpMV multiplication in Space

35 Morpheus::multiply<Space>(A, x, y);

36 ¥

37 Morpheus::finalize();

38 }

Listing 1: Performance portable SpMV example using the DynamicMa-
trix container. Changing the fmt id at runtime will cause the active state
of the matrix to change, and thus different multiply algorithms can be
executed without code modifications.

Listing 1 illustrates how to read a sparse matrix from file into a
DynamicMatrix, convert it to the format selected through the command
line at runtime, and how to execute the multiply algorithm that per-
forms SpMV in an arbitrary execution space defined at compile time.
Lines 4-13 are shorthand definitions for the containers and spaces used
in the example.

In the main program, the name of the matrix file to be loaded
and the format ID to switch to for the DynamicMatrix are read from
the command line (Lines 20-22). On Line 23 we load the matrix from
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Fig. 2. SpMV runtime performance of the different formats and backends available
in Morpheus, normalized by the runtime performance of the CSR format on the same
backend. Various matrices with different sparsity patterns and from different domains,
available in SuiteSparse collection, have been used.

file using the read matrix market file routine. Note that the matrix is
not loaded directly onto the device, but instead into a DynamicMatrix
that resides on the Host defined on Line 22. The user is responsible for
copying the matrix to the device.

On Line 26 we perform an in-place conversion that changes the
active state of the DynamicMatrix to the one defined on the command
line. The final step before performing the SpMV multiplication is to
send all the containers that participate in the algorithm to the device.
On Line 28 we create a new container that is a mirror of the host
DynamicMatrix which is a new DynamicMatrix that lives in Space and
on Line 30 we copy the data from the host to the device. Vectors x and
y initialized (directly on the device) on Lines 32-33.

Finally, on Line 35 the SpMV multiplication is invoked with the
algorithm executed in Space. Note that Space is defined on Line 4 to
be the Morpheus: :DefaultExecutionSpace that resolves to one
of the supported execution spaces depending on how Morpheus was
compiled. In other words, when it is compiled with GPU support it
can be either CUDA or HIP, otherwise it will be OpenMP or Serial.
This approach allows us to target different spaces without changing the
source code, just by recompiling Morpheus, although it is also possible
to explicitly define the execution space if so desired (Line 26).

Fig. 2 shows the runtime performance of the SpMV multiplication
for the various formats and backends available in Morpheus, normalized
by the runtime performance of the CSR format in the same back-
end. The example was executed on the CPU (Serial and OpenMP) and
GPU (CUDA) nodes of the Cirrus supercomputer [12]. Each CPU node
has two 2.1 GHz, 18-core Intel Xeon E5-2695 (Broadwell) processors.
Each GPU node two 2.4 GHz, 20-core Intel Xeon Gold 6148 (Skylake)
processors and four NVIDIA Tesla V100-SXM2-16 GB (Volta) GPU ac-
celerators. The set of matrices used, available from the SuiteSparse [13]
collection, includes matrices of different sparsity patterns and from
different domains. The key takeaways from the experiment are:

1. For the same matrix, the format giving the best performance can
vary across backends;

2. The choice of the optimum format can drastically improve run-
time performance, sometimes even by an order of magnitude.

3. A poor choice of format can have a significant detrimental effect
on performance.

The adoption of Morpheus allows users to evaluate the performance
of different formats by simply changing the format ID on the command-
line. In addition, by compiling Morpheus for different backends, users
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can run on different types of hardware using the same code base. In
both cases, code modifications are not required and performance
optimizations due to format switching can be exploited.

4. Impact

Developers often choose a single format that performs generally
well across operations and target hardware, even though a plethora
of sparse matrix storage formats exist. This can be attributed to the
fact that algorithms are coupled to a specific format and its interface.
Any efforts to change the format require a complete re-write of the
code, resulting in multiple versions of the same code with significant
overheads introduced in development and maintenance.

For software that uses sparse matrices to be able to retain optimum
performance throughout its lifetime it must be able to adapt to and
support emerging formats and hardware architectures that can better
utilize the different sparsity patterns of the matrices of interest. Mor-
pheus provides a single dynamic sparse matrix representation with a
unified interface and is capable of targeting multiple backends seam-
lessly. This allows users to decouple their algorithms from any specific
format, while at the same time use an optimum data structure for
a given operation, sparsity pattern and target architecture. As more
formats and backends are added to Morpheus, users exploit these new
developments without any further code modifications, thus improving
the performance and extending the lifetime of their software. In ad-
dition, the overheads of supporting multiple formats and backends is
shifted to the Morpheus developers, allowing users to remain agnostic
about the low-level details of each format.

The adoption of Morpheus can assist in the optimization of iterative
solvers through efficient format switching and selection. As a result,
large scale applications that use iterative solvers, such as solving partial
differential equations in the domains of Computational Fluid Dynamics
(CFD)[14], urban earthquake response analyses [15], or weather/cli-
mate prediction [16] to name a few, can also be optimized. In addition,
Morpheus can be used to transform CPU-only codes to be able to target
heterogeneous hardware, e.g. with GPU accelerators.

Recently, Morpheus was successfully used to optimize the High
Performance Conjugate Gradients (HPCG) benchmark [17] where it
(1) enabled HPCG to target heterogeneous hardware and (2) provided
runtime speed-up of up to 2.5x and 7x on CPUs and GPUs respectively
(compared to the original MPI only version), via dynamically selecting
the optimum format on each MPI process [2]. This result demonstrates
the potential and usefulness of a library like Morpheus and can moti-
vate the development of next-generation sparse linear algebra libraries
and iterative solvers that are based on the principle of dynamic and
adaptive matrices.

5. Conclusions

Morpheus is a library of sparse matrix storage formats that can
be used as a building block into the development of sparse linear
algebra applications and iterative solvers. By providing a Dynamic-
Matrix container and a unified interface across multiple formats and
backends, users can focus on the development of their applications
without having to handle the low-level details of the different storage
formats. Morpheus aims to provide performance portable sparse kernels
not bounded to any particular storage formats, through an efficient and
transparent runtime-switching of sparse matrix storage formats across
multiple backends increasing the lifetime of their applications. Future
developments of Morpheus focus on the expansion of the range of the
storage formats supported, to better represent the different sparsity
patterns available in science.
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